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Abstract—In a communication network with extremely high processing delays, an efficient addressing and multiple-access control mechanism to improve the throughput performance of the system is a necessity. This paper focuses on source addressing in multiple-source single-receiver bacterial communication networks. We propose amplitude-division multiple access (ADMA), a method that assigns the amplitude of the transmitted signal as the address of the source. We demonstrate using genetically engineered Escherichia coli bacteria in a microfluidic device that using amplitude for addressing is feasible. We analyze the performance of the network with several addressing mechanisms and propose an amplitude sequence and a low-complexity receiver design that minimizes error in resolving the source addresses in the presence of collisions. Finally, we demonstrate that ADMA implicitly solves the problem of multiple-access control.

Index Terms—Molecular communication, embedded addressing, medium access control.

I. INTRODUCTION

Nano-scale communication can be categorized into two broad domains: electromagnetic communication (EM) at the nanoscale, which involves the extension of EM-based communication techniques for use in nonbiological applications [1], [2]; and molecular communication (MC), which involves strategies for use in biological applications [3]–[5]. Advancements in synthetic biology and nanotechnology now make MC possible and practical for applications like toxicology, environmental monitoring [6], and drug delivery [7].

The ability to genetically engineer bacteria to introduce or delete DNA for specific traits (e.g., bioluminescence, motility, adhesion), and their natural properties for communication [8], [9] have made bacteria emerge as candidates for nanomachines [10]. Bacterial nano-machines hold promise for use in biological applications, including toxicology, biofueling, and biosensing. For example, receiver bacteria are used as biosensors to detect the presence of metals [10], arsenic pollution [11], environmental monitoring [6], and drug delivery [7].

The context for this work is molecular communication between bacterial populations. Specifically, we consider bacterial populations as transceivers connected through microfluidic pathways that act as conduits for molecular signals. Prior research in MC have focused on channel and system modeling [12], [13], capacity derivation [14]–[16], modulation techniques [17]–[19] and analysis of channel and inter symbol interference [16], [20], [21]. These studies focus on a single link and do not consider the challenges in implementing the algorithms in a real-life environment. Our work focuses on a star topology with multiple sources and a single receiver, as shown in Figure 1. This topology is most commonly seen in sensor networks, where multiple sensors communicate with a single receiver/sink. The sensors broadcast information and do not require a destination address. The receiver, on the other hand, receives a cumulative signal from multiple sources, making it necessary to have an efficient addressing mechanism that uniquely identifies the sources.

In this paper, we make the following five contributions:

1) We propose an addressing mechanism, Amplitude-Division Multiple Access/Addressing (ADMA), for a topology with multiple sources and a single receiver. ADMA embeds the address of each source in the amplitude of its corresponding transmitted signal by assigning a unique amplitude for each source. We prove that a
careful assignment of the source amplitudes can implicitly solve the multiple-access control problem, and allow the receiver to uniquely identify the sources. 2) We demonstrate the feasibility of ADMA using Escherichia coli (E. coli) bacteria genetically engineered to exhibit fluorescence on the receipt of a specific signal molecule (N-(3-Oxyhexanoyl)-L-homoserine lactone, or C6-HSL). We show that the response of a receiver bacterial population is significantly different for distinct input amplitudes. We also demodulate the receiver response obtained from the experiments and evaluate the performance of ADMA in a practical system.

3) We propose an optimum, low-complexity receiver design that maximizes the network throughput in a multiple access channel. We then derive a theoretical upper bound for the throughput performance of amplitude source addressing under the proposed receiver designs.

4) We propose a heuristic algorithm that selects an address sequence for minimizing the collision resolution error for a given number of sources in the network.

5) We implement the proposed receiver design and amplitude assignment algorithm in nanoNS3, a bacterial communication simulator built on top of NS3. nanoNS3 simulates the response of receiver bacteria as modeled in [22] and introduces channel and receiver errors to represent a practical system.

The remainder of the paper is organized as follows: Section II presents the advantages and disadvantages of different source addressing mechanisms and provides experimental validation of the amplitude source addressing. Section III details our proposed optimal source addressing mechanism. Section IV describes two receiver designs, and provides an upper bound on the maximum number of successful bits. Section V describes our proposed address assignment algorithm that minimizes interference in a dense network. Section VI presents the simulation results of the performance of amplitude sequences proposed. Section VII concludes the paper by discussing some of the challenges and future work.

II. THE ADDRESSING PROBLEM

A. Application Scenario

We discuss the communication modules required for a practical bacterial communication network with the help of a specific application: pathogen-detection using bacterial sensors. Transmitter bacteria transmit information sensed by sensor bacteria, that are genetically engineered to detect specific pathogens to a receiver (sink). The transmitter needs a modulation scheme to communicate the information to the receiver through a channel or medium. Multiple sensors are deployed to detect different pathogens, and communicate with the receiver via point-to-point channels. Therefore, an addressing scheme that will uniquely identify each source and a multiple access control mechanism that will allow the sources to share the single receiver are also required.

Modulation techniques specifically targeting MC have been developed by a number of researchers [16]–[18]. Concentration shift keying [17] and molecule shift keying [16], [18] are two well-known methods that encode information in the concentration (amplitude) of the signal and the molecule type respectively. A majority of the existing research on MC has focused on channel and system modeling, and algorithms for a single link [14], [15], [19]. With the growth of network sizes, there is a need for algorithms that perform addressing, medium access control (MAC), routing and reliability. In [23], a distance-based addressing that estimates the distance between transmitter and receiver using beacons, propagation delay, and path loss is proposed. Reference [23] establishes a coordinate system from the distances measured and the molecules move to the desired location. This addressing mechanism assumes that the transmitter can identify its location in the channel and guide molecules to a particular direction. Developing such a transmitter using biological circuits is highly challenging. Extending this scheme to more than one link will be challenging as it requires accurate channel estimation. Reference [21] proposes a MAC using molecule type, wherein each transmitter communicates with a distinct molecule, and thus do not interfere with other transmitters, analogous to frequency division multiplexing. We explore this approach in detail in the following section.

In this paper, we focus on source addressing, an addressing mechanism that can distinguish multiple sources communicating with a single receiver in a star topology as shown in Figure 1. We consider a system where sources transmit chemical molecules that propagate through a microfluidic channel and trigger the receiver to generate Green Fluorescent Protein (GFP), which is then sampled, demodulated and decoded. Each source uses On-Off-Keying (OOK), a simple modulation technique that transmits a rectangular pulse \( m(t) \), as shown in Equation (1), with concentration \( A \) for \( T \) seconds (bit period) to transmit bit 1 and an absence of signal for \( T \) seconds to transmit bit 0.

\[
m(t) = \begin{cases} 
A & 0 \leq t \leq T \\
0 & \text{otherwise}
\end{cases}
\] (1)

B. Types of Addressing

1) Address Fields: In traditional communication systems, it is common to allocate a fixed number of bits in the packet header for addressing, e.g., the IP address and MAC address fields. In bacterial communication networks, on the other hand, very high processing delays at the transceiver nodes result in extremely low data rates (order of \( 10^{-5} \) bits per second [24]). Overheads in the form of address fields can result in additional per-frame delays as well as a decreased per-user throughput.

With the use of modulation techniques such as concentration shift keying [17], the number of symbols (signals) required to transmit an address can be reduced. However, a significant reduction in the network throughput cannot be avoided without fully eliminating the use of address fields. We propose Embedded Addressing, an addressing mechanism that eliminates the need for address fields by embedding the source address in the transmitted signals. It uses the unique characteristics of molecular signals to identify the senders (sources).
This is a local addressing mechanism, i.e., the address embedded is local to the network and not the sender’s unique global address. We assume that each source has already been assigned a unique global address. The receiver uses only the received signal and its knowledge of the characteristics of the source signals to identify them locally. It is worth mentioning here that code division multiple access (CDMA) is also a technique that uses embedded addressing by assigning a unique pseudo-random spreading code to each source. However, it does not provide a solution for slow networks (that are common in MC) because of its use of spreading codes which further decreases the data rate of the network.

In MC, we identify the following key characteristics of a molecular signal that allow us to embed the source addresses in the transmitted signals without compromising the network throughput: molecule type, signal duration, and signal amplitude. We next elaborate on each of these properties.

2) Molecule Type: The address is embedded in the signaling molecule type with the same amplitude and duration for all sources. Each source is assigned a unique molecule, and the receiver must be capable of receiving all the molecules, allowing all the sources equal access to the receiver without contention. Thus, source addressing with molecule type also solves the MAC problem.

The other two characteristics, pulse amplitude and duration, allow all the sources to transmit the same molecule. The receiver accepts only one type of molecule, simplifying the receiver and transmitter designs.

3) Pulse Duration: The amplitude of the signal and the molecule type are fixed across sources, with the address embedded in the signal duration. Each source is assigned a unique pulse duration. When a source has bit 1 to transmit, it transmits a signal with a given amplitude and the duration assigned to it as the address. The sources are assigned distinct durations, which leads to increased latency. The per-frame delay of each source is different from the others, leading to unfair throughput and increased network delays.

4) Signal Amplitude: In electromagnetic communication, amplitudes have been used for modulating the signal. Here, we consider using amplitudes as the address. Each source is assigned a unique amplitude, and transmits its signal with the assigned amplitude for a duration fixed for the network. The receiver maps the received amplitude to the respective source. When multiple sources transmit at the same time, the receiver receives the sum of amplitudes. To identify each source, the receiver must determine the individual amplitudes for all received sums.

Table I summarizes the strengths and weaknesses of the above mechanisms, and we conclude that embedding the address in the amplitude of the signal is the most efficient among the four source addressing mechanisms.

C. Experimental Validation of Amplitude Differentiation

Due to the challenges in the design of state-of-the-art microfluidic system [25], the proof-of-concept presented in this paper extrapolates results from a system with one source and one receiver. We extrapolate experimental validation in the following steps. Using the experimental setup, we verify that a receiver can distinguish between amplitudes from the GFP response of the receiver bacteria. Reference [22] proved experimentally that the response of the receiver bacteria is distinct for distinct input amplitudes. We use the model developed in [22] that was validated with experimental results to model the response of receiver bacteria to a molecular signal.

In this work, we implement the numerical inverse of the above model as a demodulator. In the inverse model, the receiver response is the input and an estimate of the molecular signal that triggered this response is the output. We use a model that was experimentally validated to generate the response of receiver and an inverse module that demodulates the signal from the response of the receiver. We assume N parallel point-to-point channels from N sources to 1 receiver as shown in Figure 1. Therefore, the molecular signal reaching the receiver is the sum of amplitudes of the signals transmitted by each source. The cumulative signal from the individual sources becomes the input to the receiver model. The response of the receiver to the cumulative signal simulates a multiple-source-single-receiver topology. The modulation and channel error of each channel is handled individually. In this work, we consider a system in which genetically-engineered bacterial populations are receivers connected through microfluidic pathways. Microfluidic pathways allow for dynamic changes in media composition. The constant stream of media keeps the bacteria in ideal growth conditions, eliminating growth phase dependent variables from the experiments. The bacteria density does not change during the experiment. The bacteria are first seeded into the trapping chambers and grow until the chamber is filled. The chamber is in direct fluidic contact with the main channel, which has constant flow providing nutrients to the bacteria and removing excess bacteria. This means the density of the chamber contents remains constant.

The bacteria used in all experiments were a genetically-engineered strain of DH5α E. coli. Methods and functionality of the bacteria and the microfluidic device fabrication and specifications can be seen in previous works [22], [24], but

<table>
<thead>
<tr>
<th>Addressing Mechanism</th>
<th>Strength</th>
<th>Weakness</th>
</tr>
</thead>
<tbody>
<tr>
<td>Molecule Type</td>
<td>Increased Throughput, Fair</td>
<td>Not Scalable, Complex Receiver Circuits</td>
</tr>
<tr>
<td>Pulse Duration</td>
<td>Simple Transceiver Circuits</td>
<td>Reduced Throughput, Introduces Unfairness</td>
</tr>
<tr>
<td>Amplitude</td>
<td>Simple Transceiver Circuits, Scalable, Fair</td>
<td>Network Size Limited by Receiver</td>
</tr>
</tbody>
</table>

1 Assignment of global addresses is out of the scope of this work.
will be briefly mentioned here. In this system, the chemical stimulus is autoinducer N-acyl homoserine lactone (AHL), and the bacterial response is the expression of GFP. To fabricate the microfluidic devices, we utilize standard soft lithography [26] resulting in a polydimethylsiloxane (PDMS) device bonded to a glass coverslip. The design consists of the main channel which has direct fluidic contact with adjacent chambers that house the bacteria for the duration of the experiment, as seen in Figure 2. Figure 2 shows the receiver bacteria. The “Main Channel” is the channel through which molecules carry information. After initial loading of the chip, the bacteria were allowed to populate the chambers for 24 hours to reach capacity. During this time the bacteria were supplied with a constant flow of 2xYT lysogeny broth (LB) at 100 μl/hr. Once the bacteria had filled the chamber, flow rate was increased to 360 μl/hr. One syringe was used for LB (at 350 μl/hr), while the second (10 μl/hr) was used to deliver varying concentrations of AHL. An “AHL pulse” is the duration and concentration over which this AHL was delivered to the bacteria chamber. Pulse durations of 50 minutes that we optimized [24] were used for “on” or “bit 1” state; while 50 minutes of no AHL equated to “off” or “bit 0” state. Unless otherwise mentioned, we use the above pulse concentration and duration throughout the paper. Fluorescent images were captured once every 10 minutes and post-processed using MATLAB. The intensity of the pixels within the bacteria chamber was averaged and the background fluorescence was subtracted, yielding relative fluorescence (arbitrary units, or AU). Four dynamically programmed signals of on and off states were delivered to the receiver bacteria populations while their fluorescent outputs were recorded. The following input bit patterns were tested: 1010101010, 1000100010, 1010000010, and 0000000000. The bit patterns are chosen to represent different probabilities of bit 1. Utilizing the receiver response model developed in [22], we compared the experimental results to the predicted response and found that the model captures the dynamics well. Figure 3 shows the response of the receiver bacteria from experiments and simulations to an input of 1000100010 in one trial.

To further test the model’s capabilities to demodulate the received signal, we used the experimental GFP results to decode the original AHL input signal by using the inverse of the model proposed in [22]. The decoding efficiencies of the model are, respectively: 90%, 100%, 80%, 100%. Each bit pattern was repeated four times, and the average decoding efficiency we present here is the average over the four repetitions. These experiments are time intensive and challenging due to the nature of bacteria. There are numerous factors that affect the ability of bacteria to process the AHL input and produce the GFP output. We have made great strides in controlling several of these factors, such as temperature, population size, and nutrients, by utilizing a microfluidic device, but several remain out of our control. These uncontrollable factors can fluctuate and cause small variations in the bacterial response, which can lead to lower decoding efficiencies. This is most likely the cause for the 80% decoding efficiency.

III. AMPLITUDE-DIVISION MULTIPLE ACCESS

A. Problem Definition

As summarized in Table I, relying on Address Fields, Pulse Duration, and Molecule Type as addressing mechanisms can result in increased network delays, decreased throughput, complex receiver circuits, and throughput unfairness. On the other hand, embedding address in the amplitude of the signal is both fair and throughput friendly, but the maximum number of users is limited by the number of amplitude levels the receiver can distinguish. In the arguments above, we show that embedding the address in the amplitude is best suited for source addressing in a super-slow network, such as a bacterial communication network. Amplitude source addressing requires simple source and receiver bacterial circuits, which will be described in Section V-A. Reference [22] demonstrated that the response of receiver bacteria is distinct for each distinct amplitude, making the use of amplitude address practical. However, the receiver response model developed by [22] does not consider the distance between the source and the receiver as the microfluidic system in [22] uses flow channels, i.e., the nutrients and signals are carried to the receiver at a given flow rate. In this case, the distance between the source and
the receiver [24] affects only the propagation delay and has no impact on the performance of ADMA.

To this end, we propose ADMA, a source addressing mechanism that embeds the source address in the amplitude of the signal transmitted. In this section, we present the goals and challenges of using ADMA in a practical system. When multiple sources access the channel at the same time, their signals collide, and as a result, amplitudes are summed up in the channel. In the following section, we present an optimal amplitude assignment that can achieve zero address resolution error. Goals of ADMA are,

- to resolve the bits transmitted by sources, given a received amplitude, with minimum error, and
- to maximize the number of users that can be addressed.

### B. Optimal Amplitude Addressing

Amplitude source addressing can be 100% accurate if the receiver can resolve every source given a received amplitude. Addressing and MAC has two main goals: 1) reliable packet delivery 2) throughput fairness. We define the Collision Resolution Error (CoRE) as a metric to measure reliability. CoRE is the ratio of the number of sources identified incorrectly to the total number of sources. An optimal amplitude assignment will achieve zero CoRE. CoRE is determined by the choice of amplitudes and the receiver design. We derive the conditions to achieve zero CoRE and propose an optimal amplitude assignment that achieves zero CoRE. Let \( b_i \) be the bit transmitted by \( i^{th} \) source with amplitude \( a_i \) in a given time slot.

\[
b_i = \begin{cases} 
1 & \text{if } i^{th} \text{ source transmits bit } 1 \\
0 & \text{if } i^{th} \text{ source transmits bit } 0 
\end{cases}
\]

When molecular signals collide in the channel, the receiver obtains the sum of amplitudes transmitted \( y = \sum_{i=1}^{N} b_i a_i \), where \( N \) is the number of sources in the network. If the number of partitions of the received amplitude \( y \) is one, i.e., the number of ways in which different \( a_i \) can be added to reach a sum \( y \) is one, then CoRE will be zero. If the number of partitions of \( y \) is greater than one, then CoRE is strictly greater than zero. Table II shows a sample network with three sources, each transmitting \( b_i \in \{0, 1\} \). The amplitudes assigned to sources are \( \{1, 2, 3\} \), creating \( 3^2 \) possible combinations of bits. We refer to each bit combination as a configuration, as shown in Column 4. The sum of amplitudes corresponding to each configuration is defined as its magnitude, which depends on both the configuration and the amplitudes assigned. Note that the configurations \( \{0, 0, 0\} \) and \( \{1, 1, 0\} \) have a magnitude of 3, which implies that the number of partitions for 3 in this setup, is two. On receiving an amplitude 3, the receiver must choose from the partitions of 3.

To achieve zero CoRE, the number of partitions of every received amplitude must be less than or equal to one. In other words, the magnitude of each configuration must be unique. This problem is studied in Number Theory as “Distinct subset sum (SSD)”. A set is defined an SSD if and only if the sum of every subset of the sequence is unique [27]. An example of an SSD is the binary set, the set of powers of 2, \( S = \{1, 2, 4, 8\} \). Each subset has a unique sum as every configuration has a unique magnitude. The majority of research on SSD focuses on finding the limit of the maximum value in a subset sum sequence [28]. In bacterial communication, the range of amplitudes \([R_{\text{min}}, R_{\text{max}}]\) that the receiver can distinguish is determined by the receiver circuit design. The receiver circuit thus determines the following parameters of the network.

1. The minimum decodable amplitude at the receiver \( R_{\text{min}} \).
2. The maximum receivable amplitude \( R_{\text{max}} \) beyond which the receiver saturates. If an amplitude greater than \( R_{\text{max}} \) is transmitted, it is received as \( R_{\text{max}} \).
3. The step size of the levels of amplitudes that the receiver can distinguish. \( R_{\text{max}} \) and step size \( \delta \) of the amplitudes determines the number of amplitude levels that can be distinguished, i.e., \( N = \frac{R_{\text{max}} - R_{\text{min}}}{\delta} \) levels. By factoring the step size out and subtracting \( R_{\text{min}} \), the amplitudes that can be assigned are integer values \( 1, 2, 3, \ldots, N \). Therefore, in ADMA, integer amplitudes are used to analyze the performance of the network. The addresses proposed here can be used in a network with a step size greater or less than “1” by multiplying the proposed addresses with \( \delta \).

**Theorem 1:** For a given maximum sum, the set of powers of two (binary set) is an optimum set of amplitudes that render zero CoRE.

**Proof:** A set \( S \) with \( n \) elements has up to \( 2^n - 1 \) non-empty subsets, hence \( 2^n - 1 \) non-zero sums. To achieve zero CoRE, these \( 2^n - 1 \) sums must be distinct. Each sum is different from another by at least one, so, the sum of all elements is at least \( 2^n - 1 \). A binary set, consisting of powers of 2, satisfies the

<table>
<thead>
<tr>
<th>( b_{u1} )</th>
<th>( b_{u2} )</th>
<th>( b_{u3} )</th>
<th>Configuration ((C_i))</th>
<th>Mag ((C_i))</th>
<th>( Pr ((C_i)) )</th>
<th>Received Amplitude</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0,0,0</td>
<td>0</td>
<td>((1 - p_i)^3)</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0,0,1</td>
<td>3</td>
<td>((1 - p_i)^2 \cdot (p_i))</td>
<td>3</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0,1,0</td>
<td>2</td>
<td>((1 - p_i)^2 \cdot (p_i))</td>
<td>2</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0,1,1</td>
<td>5</td>
<td>((1 - p_i) \cdot (p_i)^2)</td>
<td>3</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1,0,0</td>
<td>1</td>
<td>((1 - p_i)^3 \cdot (p_i))</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1,0,1</td>
<td>4</td>
<td>((1 - p_i) \cdot (p_i)^2)</td>
<td>3</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1,1,0</td>
<td>3</td>
<td>((1 - p_i) \cdot (p_i)^2)</td>
<td>3</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1,1,1</td>
<td>6</td>
<td>((p_i)^3)</td>
<td>3</td>
</tr>
</tbody>
</table>
above condition. A binary set with all powers of 2 is an optimum set of addresses that minimizes CoRE. The maximum number of sources that can be supported by the binary set is related to $R_{\text{max}}$.

A binary set can accommodate up to $N_{\log}$ sources, where $N_{\log} = \lfloor \log_2(R_{\text{max}} + 1) \rfloor$. By assigning addresses from the binary set to sources, we also solve the multiple access problem. When signals from multiple sources with amplitudes from the binary set collide at the receiver, their sum is mapped to a unique configuration, allowing the receiver to decode with zero CoRE. As a corollary of Theorem 1, when $N > \lfloor \log_2(R_{\text{max}} + 1) \rfloor$, CoRE is strictly greater than zero.

Though the binary set achieves CoRE, it limits the number of sources to $N_{\log}$. If $N > N_{\log}$, a set of addresses that can accommodate all the sources and minimizes CoRE is required. We propose a heuristic algorithm to select a set of amplitudes that approaches minimum CoRE, given $N$ and $R_{\text{max}}$. The two major challenges in designing an ADMA system that minimizes CoRE are,

- designing a sequence of amplitudes,
- designing a scalable and low complexity decoder.

C. Components of the ADMA Architecture

In this section, we define and describe each component of the receiver architecture of ADMA. The three components of the receiver architecture are sampler, demodulator, and decoder. The response of the receiver bacteria, shown in Figure 3, is input to the sampler, that samples it to discrete received amplitudes. Sampling and demodulation utilize the inverse of the bacterial receiver response model derived in [22]. The output of the sampler (the inverse model) is the time sequence of the molecular signal samples received. Thus, the inverse model determines the sampler’s accuracy. The model developed in [22] is deterministic and does not account for the stochastic nature of receiver bacteria. In order to realize the stochastic nature of receiver response to input chemical signal, we introduce random noise to the “k parameters” of the inverse model. The “k parameters” are the different rate constants of the receiver bacteria (example, GFP expression rate) that define the state of the receiver bacteria. By varying these parameters randomly within a specified range, we implement sampling and demodulation errors in the receiver response.

The samples are then input to the decoder to resolve the addresses and bits. We present decoder designs in detail in Section IV. The decoder outputs a vector of bits, the estimate of bits transmitted by all sources that sum to $y[t]$, the received sample. Thus, the receiver design determines address resolution on receiving a signal, which in turn, determines CoRE. Here, we propose two receiver designs based on the principles of Maximum a posteriori detection: 1) a probabilistic receiver, and 2) a deterministic receiver. The receiver decodes the samples, which are then used to decode the bits. The optimality of the receiver design and the time complexity of the decoder are analyzed at the sample level. The number of samples per bit is pre-determined based on the application and system constraints. Thus, there is no need for coordination or time synchronization between sources, and the sources do not require additional processing to synchronize transmission, i.e., each source can transmit data as and when it has information to transmit. Assuming that all sources always have data to transmit, the receiver is continuously receiving samples. The most recurring value of samples is then used to determine bits. A receiver that maximizes the probability of success of each sample, in turn, maximizes the probability of success of the bit decoded from these samples.

IV. ADMA Receiver Designs

In the previous section, we presented an optimal amplitude addressing that achieves zero CoRE. But, the maximum number of sources $N$ is limited by $\lfloor \log_2(R_{\text{max}} + 1) \rfloor$. As derived in Theorem 1, when $N > \lfloor \log_2(R_{\text{max}} + 1) \rfloor$, average CoRE will be strictly greater than zero. In a network with $N > \lfloor \log_2(R_{\text{max}} + 1) \rfloor$, at least one amplitude has more than one partition and therefore the receiver design also contributes to CoRE. In this section, we propose two receiver designs and derive an upper bound on the expected number of success in resolving address with each receiver design.

We make the following assumptions about the network in the design and evaluation of the receiver designs. $R_{\text{max}}$ is the maximum amplitude that the receiver can uniquely identify. Each source is assigned a distinct amplitude, and hence up to $R_{\text{max}}$ sources can be accommodated, i.e., $N \leq R_{\text{max}}$. If $N > R_{\text{max}}$, the network is divided into subnets. $S = \{a_1, a_2, \ldots a_N\}$ is the set of amplitudes assigned to sources $u_1, u_2, \ldots u_N$ respectively. The sources always have data to transmit; at a given time, a source is either transmitting bit 1 or transmitting bit 0 and these $N$ sources can be transmitting in one of the $2^N$ configurations. Consider the example in Table II. Columns 1 to 3 in Table II are the bits transmitted by sources 1 to 3. Column 5 is the magnitude of the configuration, equal to the sum of amplitudes corresponding to each configuration and Column 7 is the amplitude received when the corresponding configuration is transmitted. Multiple configurations can add up to the same sum. All configurations with the same magnitude are called the partitions of that magnitude. Since $R_{\text{max}} = 3$, any amplitude $\geq 3$ is received as 3. Here, $\{0,0,0\}, \{0,1,1\}, \{1,0,1\}, \{1,1,0\}, \{1,1,1\}$ are the partitions of 3, as all these configurations are received as 3 by the receiver. $p_1$ and $1-p_1$ are the probabilities of a source transmitting bit 1 and bit 0 respectively. The probability of a configuration occurring in the channel depends on $p_1$ and the addresses. For example, the probability of $C_0$ is $(1-p_1)^N$ as all $N$ sources transmit bit 0, each with probability $1 - p_1$. The probability of each configuration is shown in Column 6 of Table II.

We propose Probabilistic Receiver to minimize the error in decoding a configuration and Deterministic Receiver to decrease the bit error for individual sources. We also derive an upper bound on the expected number of successful address resolutions for the above two receivers, which is then used to calculate a bound on the throughput performance of ADMA with each receiver.
A. Probabilistic Receiver (PR)

The Probabilistic Receiver is designed to minimize the number of errors in resolving the transmitted configuration. On receiving an amplitude, PR chooses the configuration that minimizes the probability of error in decoding that amplitude, in turn, maximizing the probability of success in decoding the received amplitude. PR follows the Maximum a Posteriori (MAP) detection rule [29] to minimize the bit error in decoding a configuration, given the received amplitude.

1) Observations on Optimality and Practicality of PR: The received amplitude is the sum of the magnitude of the transmitted configuration and the amplitude errors due to channel noise. The receiver observes this noisy signal and estimates the transmitted configuration using a priori estimates of the channel and the transmitter distributions. We use the probability of error in decoding the configuration as the metric to evaluate the performance of the receiver. We follow the logic of MAP detection rule that minimizes the expected symbol decoding error to define an optimum receiver [29].

An optimum receiver is a receiver which minimizes the probability of error in resolving the transmitted configuration given the received amplitude.

Minimizing the probability of error on receiving a configuration $\hat{C}_i$ in turn maximizes the probability of success.

$$\Pr(\hat{C}_i \neq C_i) = 1 - \Pr(\hat{C}_i = C_i)$$ (2)

where $C_i$ is the configuration transmitted. The receiver estimates $\hat{C}_i$ on receiving $y$. The receiver decision is considered a success if the estimated configuration was the actual transmitted configuration. On receiving an amplitude $y$, the probability of success in decoding the configuration is,

$$\Pr(\hat{C}_i = C_i, y) = \Pr(\hat{C}_i = C_i | y) \cdot \Pr(y)$$ (3)

Since $\Pr(y)$, the probability of receiving amplitude $y$, is a constant for a known source distribution and channel model, the optimum receiver will choose $\hat{C}_i$ such that it maximizes the conditional probability $\Pr(\hat{C}_i = C_i | y)$. Thus, the probability of success in choosing a configuration $\hat{C}_i$ on receiving $y$ is,

$$\Pr(\hat{C}_i | y) = \frac{\Pr(y | \hat{C}_i) \cdot \Pr(\hat{C}_i)}{\Pr(y)}$$ (4)

where $\Pr(\hat{C}_i)$, the probability of $\hat{C}_i$ being transmitted, is obtained from a priori estimates of the source distribution, $\Pr(y)$ is known for given amplitudes, and $\Pr(y | \hat{C}_i)$ from the a priori estimates of the channel transition probabilities. Thus, for every received amplitude $y$, the optimum receiver chooses a configuration that maximizes the probability of success with accurate a priori estimates of the source and the channel.

We design PR using the above MAP detection rule and iterate through all possible configurations and choose the most probable configuration which maximizes the overall probability of success given by,

$$\sum_{y=0}^{K_{\text{max}}} \Pr(\hat{C}_i, y) = \sum_{y=0}^{K_{\text{max}}} \Pr(\hat{C}_i | y) \cdot \Pr(y)$$ (5)

It can be noted that the conditional probability is affected by two types of errors,

- channel error - channel induced errors alter the amplitudes received,

PR is therefore an optimum receiver that maximizes the probability of success in decoding the transmitted configuration for a received amplitude, with an accurate a priori estimate of the source distribution and the channel transition probabilities.

Though PR maximizes the probability of success in estimating the transmitted configuration, it is an idealized receiver that assumes accurate a priori estimates of the source and channel distributions. It is computationally complex to obtain an accurate estimate of these distributions. The computational complexity of the receiver to iterate through all possible configurations for each received amplitude increases exponentially with the number of sources as the number of configurations increases exponentially with the number of sources.

To overcome these challenges, we propose Deterministic Receiver (DR), a practical, low-complexity, heuristic receiver design later in this section. PR maximizes the probability of success in decoding the configuration while DR focuses on individual bits, i.e., PR minimizes the symbol error rate while DR focuses on reducing the bit error rate of individual sources.

We derive an upper bound on the expected number of successes using PR, which is then used to develop DR and the amplitude assignment algorithm in Section V.

a) Probabilistic receiver architecture: Figure 4 is an illustration of the PR architecture. The sampler in this architecture is the inverse model derived from [22]. The sampler takes as input the response of bacteria and generates a time sequence of amplitude samples as received by the receiver bacteria. The decoder of PR takes a sampled signal $y[i]$ as input and generates a table of partitions of $y[i]$. $z_1$ to $z_j$ are the partitions of $y[i]$. The decoder chooses a partition that maximizes the probability of success. The a priori channel transition probabilities are considered in generating the table of partitions for each received amplitude. If more than one partition can maximize the probability of success, one of them is chosen randomly as it will not affect the performance statistically.

Consider the example in Table II. Each configuration has a magnitude and a received amplitude. For simplicity, we do not present channel transition probabilities in Table II. In the presence of channel errors, the received amplitude for each configuration will be a range of amplitudes with a probability associated to each amplitude, unlike the single received amplitude shown here. Thus, in an ideal channel, on receiving an amplitude 3, PR chooses configuration $\{1, 1, 0\}$ with a probability $$\frac{(1-p_3)(p_1)}{\Pr(y=3)}$$.

It can be noted that the conditional probability is affected by two types of errors,
success for source $u_k$ using PR below. As the sources are always backlogged, the message bit is either 1 or 0 and hence $m_k \in \{0, 1\}$. We further condition on $m_k = 1$ and $m_k = 0$. Let $p_y = \Pr(Y = y)$ be the probability of receiving amplitude $y$. Using Bayes’s rule,

$$\Pr(m_k = m_k, m_k = 1 | Y = y) = \frac{\Pr(m_k = m_k, Y = y)}{\Pr(Y = y)} = \Pr(m_k = m_k | Y = y) \cdot p_y$$

where $p_{yk} = \Pr(m_k = 1, Y = y)$ is the probability of source $u_k$ transmitting bit 1 and $Y = y$. A source always has a bit to transmit. Therefore, $p_{yk} + p_{yk}^0 = p_y$

$$\Pr(m_k = m_k, m_k = 0 | Y = y) = \frac{\Pr(m_k = m_k | m_k = 0, Y = y) \cdot p_{yk}^0}{p_y}$$

$$\Pr(m_k = m_k, m_k = 0 | Y = y) = \frac{p_y - p_{yk}}{p_y}$$

Since PR chooses a partition with a probability equal to its conditional probability, on receiving an amplitude $y$ given $m_k = 1, u_k$ is successfully received, if the receiver chooses any one of the partitions such that $m_k = 1$.

$$\Pr(m_k = m_k | m_k = 1, Y = y) = p_{yk}^1$$

$$\Pr(m_k = m_k | m_k = 0, Y = y) = p_{yk}^0$$

$$\Pr(m_k = m_k, m_k = 1 | Y = y) = p_{yk}^1 \cdot p_y$$

$$\Pr(m_k = m_k, m_k = 0 | Y = y) = p_{yk}^0 \cdot p_y$$

Substituting above probabilities, we derive,

$$\Pr(m_k = m_k | Y = y) = \left(\frac{p_{yk}^1}{p_y}\right)^2 + \left(\frac{p_{yk}^0}{p_y}\right)^2$$

(9)

The expected number of success depends on the probability of success of all sources and hence an upper bound on the probability of success per source will provide an upper bound on the expected number of success. Substituting Equation (9) in Equation (6),

$$\mathbb{E}(\text{No. of succ.} | Y = y) = \sum_{k=1}^{N} \left(\frac{p_{yk}^1}{p_y}\right)^2 + \left(\frac{p_{yk}^0}{p_y}\right)^2$$

(10)

$$\mathbb{E}(\text{No. of succ.}) = \sum_{y=1}^{N} \sum_{k=1}^{N} \Pr(m_k = m_k | Y = y) \cdot p_y \leq \sum_{y=1}^{N} N \cdot \left(\frac{p_{yk}^1}{p_y} + \frac{p_y - p_{yk}^1}{p_y}\right)$$

(11)

From Equation (11), note that the expected number of success is maximized when $p_{yk}^1 = p_y$. This supports the theorem...
Algorithm 1 Deterministic Rx Implementation

\[
N \leftarrow \text{Number of sources, } R(y) \leftarrow \{\}\]

for \( y \) := 0 to \( R_{\text{max}} \) do

\[
\text{for } k := 1 \text{ to } N \text{ do}
\]

\[
p_{y_{\text{sk}}^1} \leftarrow \text{Pr}\{\text{Source } k \text{ transmitting bit 1 } | y\}
\]

\[
p_{y_{\text{sk}}^0} \leftarrow \text{Pr}\{\text{source } k \text{ transmitting bit 0}\}
\]

\[
\text{if } p_{y_{\text{sk}}^0} \geq p_{y_{\text{sk}}^1} \text{ then}
\]

\[
R(y) \leftarrow R(y), \{0\}
\]

else

\[
R(y) \leftarrow R(y), \{1\}
\]

end if

end for

end for

that the number of successes is \( N \) only when the number of partitions is 1. Equation (11) can be further simplified as

\[
E(\text{No. of succ.}) \leq N \sum_{y=1}^{R_{\text{max}}} \left( p_y - \frac{p_y - p_{y_{\text{sk}}^1}}{p_y} \cdot 2p_{y_{\text{sk}}^1} \right)
\]

(12)

\( p_{y_{\text{sk}}^1} \leq p_y \). When the equality does not hold we can write

\[
p_{y_{\text{sk}}^1} = r \cdot p_y \text{ where } r < 1
\]

\[
E(\text{No. of succ.}) \leq N \sum_{y=1}^{R_{\text{max}}} \left( p_y \cdot \left(1 - 2r + 2r^2\right) \right)
\]

(13)

Average network throughput = \( \frac{\text{Expected number of successes}}{\text{Time duration}} \). For each signal received, PR chooses one of the partitions with its probability of occurrence. For a set of integer amplitudes, the number of partitions increases exponentially [30] for large values of \( N \). On receiving a signal, the receiver goes through the partitions of integers contributing \( O(2^N) \) to the time complexity; where \( N \) is the number of sources. This is repeated for each signal received and hence the overall time complexity is \( O(2^N) \), where \( |Z| \) is the number of received signals. As the number of partitions increases exponentially, the space required to store all the partitions is given by \( O(2^N) \).

The exponential time and space complexity limit the practical implementation of PR. In the following section, we propose a simpler receiver with reduced time and space complexity and an improved network throughput.

B. Deterministic Receiver (DR)

PR maximizes the probability of success with accurate estimates of source distribution and channel noise model. Also, the decoder complexity is exponential to the number of sources. To reduce the complexity of the receiver, we propose Deterministic Receiver (DR), a heuristic receiver design which chooses a pre-determined configuration on receiving an amplitude to reduce the bit error of each source independently.

Deterministic Receiver Architecture: For each received amplitude \( y \), DR chooses a bit sample for individual sources independently. DR goes through all the partitions of the amplitude \( y \) and chooses the most probable bit for each source. This is pre-determined during receiver setup. In this work, we focus on minimizing decoding errors due to collisions in DR analysis. Knowledge of channel transition probabilities is incorporated by including channel noise in the estimation of the most probable bit. DR thus differs from PR in building and updating the decoder table. With the help of Algorithm 1, we explain the operation of DR.

Line 2 loops over all receivable amplitudes. For each amplitude received, DR compares \( p_{y_{sk}^1} \) and \( p_{y_{sk}^0} \) for each source, i.e., the probability of the source transmitting bit 1 and bit 0 given that amplitude \( y \) was received, is compared. In line 6, if \( p_{y_{sk}^0} \geq p_{y_{sk}^1} \) for source \( u_k \), the receiver updates the received signal \( R(y) = 0 \) for source \( u_k \). \( R(y) \) is the vector of bits decoded by the receiver on receiving \( y \). \( R(y) \) is calculated once, and the receiver uses a constant-time lookup to decode. DR updates the vector of bits decoded for all amplitudes that can be received. DR maximizes the conditional probability of source \( u_k \) transmitting a bit given the received signal \( y \). The maximization is performed a priori, and hence the time complexity is \( O(1) \). The bit vector calculated independently for each source may not be one of the partitions or configurations of the amplitude received. But this vector maximizes the number of successes for each source independently. We study the average performance of DR for different states of the receiver. To study the performance of DR, we use the same parameters as that of PR. The average number of successes using DR can be described as,

\[
E(\text{No. of succ. } | Y = y) \leq N \cdot \max_{1 \leq k \leq N} \max_{1 \leq \text{sk} \leq N} (p_{y_{sk}^1} \cdot p_{y_{sk}^0})
\]

\[
\leq N \cdot \max_{1 \leq k \leq N} p_y \cdot \max(r, 1-r)
\]

It can be observed that the bound on the probability of success reaches its maximum value of 1 at \( r = 0 \) or \( r = 1 \). We also proved in Theorem 1 that a practical system can achieve a probability of success of 1 only when \( N \leq \lceil \log_2(R_{\text{max}} + 1) \rceil \). We derive a practical upper bound on the expected number of successes with DR, analytically.

1) Case 1 (Chosen Configuration Is a Partition): If the chosen configuration is one of the partitions, then the expected number of successes when it is transmitted is \( N \). When the chosen configuration is transmitted, it will be decoded without error. All the partitions that differ from the chosen configuration by one bit will be received with \( N - 1 \) successes and so on.

<table>
<thead>
<tr>
<th>Max No. of successes</th>
<th>Case 1</th>
<th>Case 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>( N )</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>( N - 1 )</td>
<td>( N - 1 )</td>
<td>1</td>
</tr>
<tr>
<td>( N - 2 )</td>
<td>( N - 2 )</td>
<td>( N - 2 )</td>
</tr>
<tr>
<td>( N - 3 )</td>
<td>( N - 3 )</td>
<td>( N - 3 )</td>
</tr>
<tr>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
</tr>
<tr>
<td>1</td>
<td>( N - 1 )</td>
<td>( N - 1 )</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>
Algorithm 2 Deterministic Receiver Upper bound

1: $R \leftarrow R_{\text{max}}$
2: $N \leftarrow \text{Number of sources}$
3: $E \leftarrow 0, \text{Expected number of successes}$
4: for $i := 1$ to $R$ do
5: \hspace{1em} $E \leftarrow E + C(0 : i) \cdot N, \hat{C} \leftarrow C[i : \text{end}]$
6: \hspace{1em} $E \leftarrow E + \hat{C}[0 : (R - i)] \cdot (N - 1)$
7: \hspace{1em} $\hat{C} \leftarrow \hat{C}[(R - i) : \text{end}]$
8: \hspace{1em} $E \leftarrow E + \hat{C}[0 : (\binom{N}{1})] \cdot (N - 1)$
9: \hspace{1em} $\hat{C} \leftarrow \hat{C}[R + \binom{N}{1} : \text{end}]$
10: \hspace{1em} $E \leftarrow E + \hat{C}[0 : (\binom{N}{2})] \cdot (N - 2)$
11: \hspace{1em} $\hat{C} \leftarrow \hat{C}[R + \binom{N}{2} : \text{end}]$
12: \hspace{1em} $E \leftarrow E + \hat{C}[0 : (R - i) \cdot \binom{N}{1}] \cdot (N - 2)$
13: \hspace{1em} $\hat{C} \leftarrow C[R + \binom{N}{1} + (\binom{N}{2} + (R - i) \cdot \binom{N}{1}) : \text{end}]$
14: \hspace{1em} $i_{\text{start}} \leftarrow R + \binom{N}{1} + (\binom{N}{2} + (R - i) \cdot \binom{N}{1})$
15: \hspace{1em} $i_{\text{end}} \leftarrow i_{\text{start}} + \binom{N}{1} + (\binom{N}{2} + (R - i) \cdot \binom{N}{1})$
16: \hspace{1em} for $j = 3$ to $N$ do
17: \hspace{2em} $E \leftarrow E + C[i_{\text{start}} : i_{\text{end}}], i_{\text{start}} \leftarrow i_{\text{end}}$
18: \hspace{2em} $i_{\text{end}} \leftarrow i_{\text{start}} + i \cdot \binom{N}{1} + (R - i) \cdot \binom{N}{1}$
19: \hspace{1em} end for
20: end for

All configurations that sum to $y$ will be different from the chosen one by at least one bit. No two configurations that differ by one bit can add to the same integer. For example, a configuration 1101 and 1100 differs by one bit. Let $y_1$ be the sum of configuration 110. $y_1 + a_4$ cannot be equal to $y_1$. Thus, if the chosen configuration is one of the partitions, no partition of that sum will have $N - 1$ success. Configurations that map to $R_{\text{max}}$ is an exception. Since all configurations that sum to $R_{\text{max}}$ and greater are mapped to $R_{\text{max}}$, two configurations that differ by one bit can add to $R_{\text{max}}$. For example, configurations 001 and 011 are mapped to 3 in Table IV. Therefore, at most $N - 1$ configurations that differ by one bit from chosen configuration and mapped to $R_{\text{max}}$ can have $N - 1$ successes.

Following the same argument, no partition of a sum can differ from the chosen one by two bits if the chosen configuration is a partition. For example, 1101 and 1110. Let sum of amplitude 11 be $y_2, y_2 + a_4$ cannot be equal to $y_2 + a_3$ as all amplitudes are distinct. Therefore, if the chosen one is one of the partitions, no partition that sum to $x$ will have $\leq N - 3$ successes. Configurations summing to $R_{\text{max}}$ are an exception. Up to $\binom{N}{2}$ configurations that differ from the chosen configuration that add to $R_{\text{max}}$ can have $N - 2$ successes. There can be up to $\binom{N}{3}$ partitions with a Hamming distance of 3 between themselves and the chosen configuration and up to $\binom{N}{3}$ partitions with a Hamming distance of 4 from the chosen partition and so on. Column 1 in Table IV shows the maximum number of successes and Column 2 defines the maximum number of configurations that can achieve these successes in Case 1.

2) Case 2 (Chosen Configuration Is Not a Partition): If the chosen configuration is not one of the partitions, none of the partitions of that integer can have $N$ success. At most, one partition can have $N - 1$ success. At most, one partition has a Hamming distance of one from the decoded configuration. Let us assume there are two partitions with a Hamming distance of one between them and the decoded configuration. Then the Hamming distance between these partitions is at most 2. Since two partitions of an integer differ by at least 3 bits, this is not possible. Thus, if the chosen configuration is not one of the partitions, up to one configuration can have $N - 1$ success. There can be up to $\binom{N}{2}$ partitions that have a Hamming distance of 2 from the chosen configuration. Similarly, there can be up to $\binom{N}{3}$ partitions that are 3 Hamming distance away from the chosen configuration. Columns 2 and 3 in Table IV summarizes Case 1 and 2 respectively. There are $R_{\text{max}}$ distinct integers receiver can receive. For some amplitudes, the receiver can choose one of its partitions; and for others, the receiver chooses a configuration that is not a partition. We use Algorithm 2 to find an upper bound using DR. $C$ is the sorted array of the probability of each configuration being transmitted in descending order and $E$ is the expected number of success on receiving an amplitude sample. Given $N$ and $p_t$, there are $\binom{N}{k}$ configurations with $k$ ones and $N - k$ zeros, where $k$ varies from 0 to $N$. Lines 4 loops over $i$ where $i$ varies from 1 to $R$. $i$ represents the number of received amplitudes whose decoded configuration is one of the partitions. $R - i$ amplitudes have decoded configurations that are not their partition. From the above table, we know that only those decoded configurations that are partitions of the amplitude can have $N$ success. Thus, in the for loop in Algorithm 2, up to $i$ configurations can have $N$ success. To calculate an upper bound, we assume that the highest probable $i$ configurations can have $N$ success. Also, one configuration per received amplitude can have $N - 1$ success, if the decoded configuration is not its partition. Thus, up to $R - i$ configurations can have $N - 1$ success. All amplitudes greater than $R_{\text{max}}$ is received as $R_{\text{max}}$ and hence the highest receivable amplitude can have up to $N$ partitions with $N - 1$ success and similarly up to $\binom{N}{k}$ configurations with $N - 2$ successes. Lines 16 to 19 loop through remaining configurations assigning $N - j$ success to $\binom{N}{j} \cdot N$ configurations. Maximum $E$ over all $i$ gives the upper bound on the expected number of success.

V. AMPLITUDE ASSIGNMENT ALGORITHM

As discussed in Section II, the two factors that impact Collision Resolution Error (CoRE) are the receiver design and the source addresses. In this section, we present a heuristic algorithm that chooses an amplitude sequence that minimizes CoRE based on the insights we gained from the derivation of the probability of success in Section IV. Following Theorem 1, the maximum number of sources that can be accommodated with zero CoRE is $\lceil\log_2(R_{\text{max}} + 1)\rceil$. Since the addresses are distinct, the maximum number of sources is limited by $R_{\text{max}}$. As the number of sources increases, the required $R_{\text{max}}$ to achieve zero CoRE increases exponentially. In this section, we propose an algorithm to choose a set of amplitudes that minimizes CoRE, for a fixed $N$ and $R_{\text{max}}$. From the probability of success derivation for receiver design in Section IV, we obtain the following insights, which is then used to propose four amplitude sequences.
Insight 1: The higher the number of partitions, the lower is the probability of success on receiving the sum.

Insight 2: At a low probability of transmitting a bit 1, the number of colliding signals is $\leq 2$ with high probability.

When the number of collisions is less than or equal to two, an address sequence that can recover from two collisions will have a high probability of success. We define shifted (natural) sequence as a sequence of integers with the first element shifted by $R_{\text{max}} - 1$, $S = \{R_{\text{max}} - N - 2, R_{\text{max}} - N - 1, \ldots, R_{\text{max}} - 1\}$. A maximum of $R_{\text{max}}$ sources can be supported using this sequence. No element in the shifted sequence can be written as a sum of any two elements. For a shifted natural sequence, all elements are decreasing integers from 1 till $N_{\text{max}}$, which reduces the number of configurations with sum $\leq R_{\text{max}}$. An extrapolated binary sequence does not hold the property of a natural sequence and a shifted sequence. The number of elements that can be written as sum of two other elements is small in this sequence since its elements are decreasing integers from $R_{\text{max}}$.

Insight 3: At a high probability of transmitting a bit 1, the number of colliding signals is $\geq N_{\text{max}}$ with high probability.

Let $N_{\text{max}}$ be the number of sources such that the sum of amplitudes up to $N_{\text{max}}$ is less than equal to $R_{\text{max}}$. When more than $N_{\text{max}}$ sources collide, a natural sequence is the sequence of integers beginning from 1 till $N$, will have a high probability of success. When the number of sources transmitting a bit 1 at a given time increases, the probability of receiving configurations that sum to $\geq R_{\text{max}}$ increases. All sums greater than $R_{\text{max}}$ are received as $R_{\text{max}}$. On receiving a sum $R_{\text{max}}$, the receiver chooses one of the configurations with sum $\geq R_{\text{max}}$. The probability of choosing a particular configuration is $N(x \geq R_{\text{max}})/x \times R_{\text{max}}$, where $N(x \geq R_{\text{max}})$ is the number of configurations that sum up to $R_{\text{max}}$. The fewer the number of configurations with sum $\geq R_{\text{max}}$, the higher the probability of success. Amplitudes that can minimize $N(x \geq R_{\text{max}})$ will minimize CoRE. A natural sequence has the maximum number of configurations $< R_{\text{max}}$, and hence minimum $N(x \geq R_{\text{max}})$.

Insight 4: At an intermediate probability of transmitting a bit 1, the number of colliding signals is $\leq N_{\text{log}}$ with high probability.

At intermediate values of $P_s$, the per-source probability of transmitting a bit 1, up to $N_{\text{log}}$ signals collide. A sequence that has the maximum number of sums with unique configurations with up to $N$ elements will have a high probability of success. Extrapolated binary sequence $S = \{2^{N_{\text{log}}}, 2^{N_{\text{log}} - 1}, \ldots, 2, 1\}$ combines a binary sequence and a shifted sequence. $N_{\text{log}} = \lceil \log_2 (R_{\text{max}} + 1) \rceil$ is the number of sources a binary sequence can support. A binary sequence is an optimum solution to achieve zero CoRE. An extrapolated binary sequence utilizes the maximum number of distinct sums when using a binary sequence. These distinct sums are obtained from the binary elements. The rest of the elements are integers decreasing from $R_{\text{max}}$, which reduces the number of overlapping sums. As the number of collisions approaches $N_{\text{log}}$, the distinct sums contributed by the binary elements will improve the probability of success. Algorithm 3 summarizes the insights gained from the sequences observed and the probability of success derivation.

\begin{algorithm}
\caption{Address Allocation}
\begin{algorithmic}
\State $R_{\text{max}} \leftarrow$ Maximum Receivable amplitude
\State $N_s \leftarrow$ Number of simultaneous sources
\State $N_u \leftarrow$ Total number of sources
\State $S \leftarrow$ Set of addresses
\State if $\Pr(N_s \leq 2) > \Pr(N_s > 2)$ and $N_u \leq R_{\text{max}}/2$ then
\State \hspace{1em} $S \leftarrow \{R_{\text{max}} - 1, R_{\text{max}} - 2, \ldots, R_{\text{max}} - N - 1\}$
\State else if $\Pr(N_s \leq 2) > \Pr(N_s > 2)$ and $N_u > R_{\text{max}}/2$ then
\State \hspace{1em} $S \leftarrow \{R_{\text{max}} - N_u, R_{\text{max}} - N_u - 1, \ldots, R_{\text{max}} - 1\}$
\State else if $\Pr(N_s \leq N_{\text{log}}) > \Pr(N_s > N_{\text{log}})$ then
\State \hspace{1em} $S \leftarrow \{2^{N_{\text{log}}}, 2^{N_{\text{log}} - 1}, \ldots, 2, 1\}$
\State else if $\Pr(N_s \geq N_{\text{max}}) > \Pr(N_s < N_{\text{max}})$ then
\State \hspace{1em} $S \leftarrow \{1, 2, 3, \ldots, N_u\}$
\State \hspace{1em} else
\State \hspace{2em} $S \leftarrow \{2^{N_{\text{log}}}, 2^{N_{\text{log}} - 1}, \ldots, 2, 1\}$
\end{algorithmic}
\end{algorithm}

Fig. 5. Practical Implementation: Illustration.
be controlled externally using feedback. This attenuated AI-2 signal is the input to the transmitter which in turn emits a distinct signal (C6-HSL for example, triangles) to be transmitted to the receiver through a microfluidic channel. The attenuator modifies the transmitted signal concentration, and therefore is the address allocator in the architecture. Assuming a feedback path from the receiver to the attenuator, the receiver assigns the amplitude to each source of bacterial population by modifying the attenuator. The attenuator can be a bacterial population that emits AI-2 in a manner so that the concentration of AI-2 emitted is controlled by an external trigger (squares) to the attenuator population or additional signal (such as AIP itself) from the receiver. Such a trigger is provided by the receiver (or a centralized server) to each source based on the amplitude assigned to the source. Thus, the receiver (or the server) controls the amplitude/concentration of the signal transmitted to the receiver which in turn is used to identify the source on receiving a signal. It can be noted that the concentration of molecules generated by all the sources is the same. Thus, ADMA is also an energy fair mechanism.

VI. PERFORMANCE EVALUATION

We evaluate ADMA in progressive steps.

1) We evaluate the performance of amplitude assignment algorithm and the receiver designs, using BCS (Bacterial Communication Simulator), a custom-built Python-based simulator in idealized channel conditions, i.e., assuming zero sampling and demodulation error at the receiver.

2) We introduce channel errors in BCS and analyze the performance of ADMA with channel errors.

3) We implement the response of a receiver bacteria located in a microfluidic chip derived in [22] in nanoNS3 [32], the bacterial molecular communication simulator developed on top of NS3 simulates source error, channel error, and sampling and demodulation error at the receiver. We implement amplitude assignment algorithm and deterministic receiver (DR) in nanoNS3 and evaluate the performance with errors. We also show using experimental results and nanoNS3, that by using the inverse of the receiver model, receiver response can be demodulated.

A. Idealized Network Conditions

Unless otherwise mentioned, we make the following assumptions in the implementation and evaluation of ADMA in BCS. Each source transmits bit 1 with a probability \( p_t \) and has an uninterrupted supply of data to transmit. Each data point in the results presented is averaged over 100 simulations. Before evaluating ADMA, we present the tightness of upper bound derived in Section IV.

1) Upper Bound Tightness: In Algorithm 2, we derive an upper bound on the expected number of success, assuming that the highest probability configuration achieves the highest number of success without considering the amplitudes assigned. In practice, configurations are not independent of the amplitudes assigned and the probability of success depends on the choice of amplitudes and the receiver. We evaluate the theoretical upper bound tightness by performing an exhaustive search on all possible address assignment and determine the practical upper bound. Given \( R_{\text{max}}, N \), there are \( \binom{R_{\text{max}}}{N} \) possible address sequences; \( N \) addresses chosen from \([1, 2, 3, \ldots, R_{\text{max}}]\). The average expected number of success is calculated for each address sequence possible and compared to the theoretical upper bound. We limit our exhaustive search to a maximum of \( R_{\text{max}} = 15 \) as \( \binom{R_{\text{max}}}{N} \) increases as the factorial of \( R_{\text{max}} \) increases and an exhaustive search is computationally not feasible. Figure 7 shows the ratio of practical bound to that of theoretical bound in y-axis as a function of \( p_t \), for \( R_{\text{max}} = 15 \) and number of sources \( N \) ranging from 5 to 11. At smaller values of \( N \), the probability of fewer “bit 1” collisions is higher, i.e., the probability of collision of \( \frac{N}{2} \) or fewer sources is higher than the collision of more than \( \frac{N}{2} \) sources and the probability of receiver saturation is small. As \( N \) increases, the probability of collision of \( \frac{N}{2} \) or more sources increases, further increasing the probability of receiver saturation, which in turn decreases the effective throughput. For \( R_{\text{max}} = 15, N = 5 \), the practical bound is 99.3% of the theoretical bound at \( p_t = 0.1 \) and 91.2% on an average. Theoretical upper bound, on an average is 95.8% at \( p_t = 0.1 \), 78.9% at \( p_t = 0.5 \), and 91.3% at
B. Load Aware Receiver

From Equation (1), we find that the parameters influencing CoRE are, 1) receiver design, 2) per-user probability of transmitting bit 1, \( p_t \), 3) maximum receivable amplitude \( R_{\text{max}} \), and 4) number of sources \( N \). We evaluate the performance of ADMA by varying \( p_t \), \( N \) and \( R_{\text{max}} \). In Figure 6, the throughput performance of PR is compared against that of DR for \( N = 5, R_{\text{max}} = 15 \) under idealized conditions. The throughput achieved using DR outperforms that of PR for different sequences, which is attributed to the objective of each receiver design. The goal of DR is to reduce per-user bit error and increase the average per-user throughput, whereas PR maximizes the joint throughput of the network. We evaluate the performance of ADMA using DR in the rest of the section due to its low time complexity in implementation. We use bit error rate as the metric to evaluate ADMA for different sets of \( R_{\text{max}}, N \) and \( p_t \), which is then used to calculate per-user throughput. We calculate the expected number of successful bits received per user from bit error and average over total time taken to calculate the average throughput. Figures 8 and 9 shows the bit error rate performance of ADMA for increasing values of \( p_t \) when receiver is aware of \( p_t \). Four curves in each graph plots the bit error rate performance of ADMA in the presence and absence of channel error, and presence and absence of time synchronization. As discussed in Section IV, the receivers are designed to decode samples and do not require any time synchronization. Channel error is introduced by adding up to 20% amplitude error to 10% of the bits transmitted by each source. Figures 8 and 9 shows that ADMA is robust to asynchronous transmissions even in the presence of channel error. When integer amplitudes are assigned, DR chooses a configuration with the most probable bit for each source. The configuration chosen by DR for received amplitude \( y \) differs only by few sources for amplitudes close to \( y \), making ADMA robust to channel error. For \( R_{\text{max}} = 30, N = 14 \), the throughput performance of ADMA is 92.5% of the upper bound at \( p_t = 0.1 \) and on an average 80.5% of the upper bound. For \( R_{\text{max}} = 70, N = 15 \), the throughput performance of ADMA is 92.4% of the upper bound at \( p_t = 0.1 \) and on an average 82.3% of the upper bound. As shown in Figure 7, the practical bound on an average is close to 90% of the upper bound. Extrapolating this result to the performance at \( R_{\text{max}} = 70, N = 15 \) and \( R_{\text{max}} = 30, N = 14 \), the average performance of ADMA is close to 90% of the absolute maximum.

C. Load Unaware Receiver

In the above results, we assume that the receiver is aware of the load distribution (\( p_t \)). It may not be possible in a practical system to estimate \( p_t \) accurately. We propose a load unaware receiver that updates the decoding table for \( p_t = 0.5 \), when \( p_t \) is unknown. In a load unaware scenario, ADMA always chooses the integer address, i.e., \( \{1, 2, 3, \ldots\} \). Figures 10 and 11 shows that the load unaware receiver does not affect the bit error rate performance of ADMA. For \( R_{\text{max}} = 30, N = 14 \), the throughput performance of ADMA is 88.5% of the upper bound at \( p_t = 0.1 \) and 76.1% of the upper bound on an average. For \( R_{\text{max}} = 70, N = 15 \), the throughput performance of ADMA is 91% of the upper bound at \( p_t = 0.1 \).
and 81.4% of the upper bound on an average. We observed that the integer sequence has the best performance on an average when the receiver decodes using \( p_t = 0.5 \), simplifying amplitude assignment algorithm. On average, the performance of load unaware DR using integer sequence remains within 95% of the load aware DR. Also, we note that the performance of integer sequence is within 99% of the algorithm performance on average.

D. ADMA With Bacteria Receiver in Microfluidic Channel

So far, we evaluated the performance of ADMA assuming zero sampling and demodulation error. Here, we implement and evaluate ADMA in nanoNS3 to simulate a practical bacterial communication system with source errors, channel errors and sampling and demodulation errors. We also show using experimental results and the receiver response model of [22] in nanoNS3 that the inverse of the receiver model can be used to demodulate the received signal with high accuracy. We implement the bacterial receiver response derived in [22] that models the performance of receiver bacteria in a microfluidic chip. The receiver model outputs the GFP response of the bacteria in the chamber for a given input. nanoNS3 generates a train of rectangular pulses for different sources and sums the signals in the channel in time-domain. A channel attenuation model that attenuates the amplitude of the signal in the channel introduces a 20% amplitude attenuation per source. The cumulative signal (from multiple sources) is input to the receiver model, which generates the response of the receiver for the corresponding input. nanoNS3 builds an inverse of the model numerically, taking GFP response as input and outputs an estimate of the molecular signal. The output of inverse model is a time sequence of an estimated amplitude sample.

Sampling and demodulation error is introduced at the receiver by varying "k parameters" of the inverse model which define different rate constants in the receiver response and varying them introduces random errors at the receiver. Each source is assigned a bit duration of 50 min and sampled every 10 min generating five samples. The samples from the inverse model are divided into blocks of 5 (5 samples per bit) and input to the decoder that outputs bit 1 if the average amplitude of a block of samples is greater than the average, and bit 0 if below. For example, a time sequence output of DR block for user \( u_1 \) with amplitude \( a_1, a_1, a_1, 0, a_1 \), is decoded as bit 1 and 0, 0, 0, \( a_1 \), \( a_1 \) is decoded as bit 0.

nanoNS3 thus uses forward response model to generate GFP response of receiver bacteria and the inverse model to demodulate. The results from nanoNS3 thus represents a practical system by considering non-ideal conditions at the source, channel, demodulator and the receiver. Figures 12 and 13 show the bit error rate performance of ADMA in nanoNS3 for \( R_{\text{max}} = 30, N = 14 \) and \( R_{\text{max}} = 70, N = 15 \). The load unaware and load aware results are very close to each other, as actual input distribution \( p_t = 0.5 \). This is due to receiver saturation at \( R_{\text{max}} \). All amplitudes greater than \( R_{\text{max}} \) are received as \( R_{\text{max}} \). For \( p_t \geq 0.5 \), the probability of receiving \( R_{\text{max}} \) or higher is high, i.e., the receiver observes \( R_{\text{max}} \) with high probability and the number of partitions mapped to \( R_{\text{max}} \) is much higher than other received amplitudes. Therefore, even with \( p_t \geq 0.5 \), the probability of bit 1 and bit 0 is close to 0.5 on receiving \( R_{\text{max}} \). For \( R_{\text{max}} = 30, N = 14 \), the throughput performance of ADMA in nanoNS3 is 90.2% on average, and 99.9% in best case, of that achieved using idealized simulator BSC; at \( R_{\text{max}} = 70, N = 15 \), throughput of ADMA is 89.1% on an average and a maximum of 99% of that of BSC.
ADMA also acts as a multiple access control (MAC) mechanism. One of the requirements of a MAC protocol is fairness. Using simulations, we also calculate the fairness of ADMA. We calculate the Jain’s fairness index \(33\) for different sets of \(R_{max}, N\) and \(p_t\) for both load aware and load unaware receivers. For \(N = 14\), \(R_{max} = 30\) and \(N = 15\), \(R_{max} = 70\) respectively. Fairness achieved by ADMA with deterministic receiver, on an average is 0.99 indicating high fairness.

VII. CONCLUSION AND FUTURE WORK

The following assumptions were made in deriving the best address sequence for a network. We discuss in detail each of the assumptions below.

A. \(p_t\) Is Known

As shown in Figure 8, the performance of an addressing sequence depends on the probability of sources transmitting bit 1. To select the best sequence, we must know the approximate range of \(p_t\). Figure 10 plots the performance of an amplitude assignment algorithm when the receiver is unaware of input load; it assumes \(p_t = 0.5\). The integer sequence under load unaware conditions performs close to that of a load aware deterministic receiver (within 95%). While the knowledge of \(p_t\) can improve the performance of the system, when using an integer sequence with a load unaware deterministic receiver, there is not a significant decrease in the throughput performance. Thus, \(p_t\) does not affect the performance of ADMA.

B. \(p_t\) Is Same Across Sources

The insights developed in ADMA assume same \(p_t\) for all sources. Deriving the probability of success and the best sequence for different \(p_t\) across sources is a challenging problem. We showed that even when the receiver is not aware of \(p_t\), throughput performance is not affected significantly. Following the same argument, if sources transmit bit 1 with a different probability, the performance of the system is not significantly affected.

C. Non Empty Data Queue

We implement OOK modulation, where an absence of a signal indicates bit 0. In practice, it is necessary to differentiate between bit 0 and \(\text{no data}\). We propose the use of start and end-of-frame sequences. A pre-assigned bit sequence can define the start and end of a frame and an absence of signal outside this start and end of frames is considered as no-data.

We propose ADMA and demonstrate that the amplitude of the transmitted signal can be used to address sources in a bacterial communication network. We also verify experimentally using genetically engineered bacteria in the microfluidic chip as a proof-of-concept that it is possible to implement ADMA in a practical system. The state-of-the-art microfluidic system accommodates only a single receiver. Due to constraints in the system design, the proof-of-concept presented in this paper extrapolates results from a system with one source and one receiver. A microfluidic system design that can accommodate multiple sources and multiple receivers is a work in progress.

We propose a heuristic algorithm to choose a sequence of amplitudes, to minimize collision resolution error. We also propose an optimum receiver that can minimize collision resolution error and maximizes the number of sources accommodated in the network. We derive a theoretical upper bound on the average number of successes using ADMA. Finally, we evaluate the proposed algorithm in nanoNS3, a bacterial communication simulator module built on top of NS3; and through simulations, determine that the optimum receiver design is robust to channel errors and receiver errors.
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